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Data Leakage in ML Models

Training Set Generated Image

Caption: Living in the light Prompt:
with Ann Graham Lotz Ann Graham Lotz

Carlini, Nicolas, et al. "Extracting training data from
diffusion models." 32nd USENIX Security
Symposium (USENIX Security 23). 2023.

Prefix

East Stroudsburg Stroudsburg... ]

[ Memorized text ] Y
Corporation Seabank Centre
Marine Parade Southport

.com

~

' J/

Carlini, Nicholas, et al. "Extracting training data from large
language models." 30th USENIX Security Symposium
(USENIX Security 21). 2021.



Review of NLP Model Training and Usage
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Overview of the Attacker’'s Access

Language Model: P(y|x; 0)

High: 0, A0
Medium: 0,A0
Low: black-box API



Privacy Leakage in Training Process
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Federated Learning (FL)

Server:

Clients:

Yang, Qiang, et al. "Federated machine learning: Concept and applications." ACM
Transactions on Intelligent Systems and Technology (TIST) 10.2 (2019): 1-19.



Privacy Leakage in Training Process

e Membership Inference:
o Givenrecent batch B (or a dataset D) and corresonding A0
(or @), is the sample x used in B (or D)?

e Data Reconstruction:
o Givenrecent batch B and corresonding A0, can we generate
the sample x used in B?



Membership Inference
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Melis, Luca, et al. "Exploiting unintended feature leakage in collaborative learning." 2019

IEEE symposium on security and privacy (SP). IEEE, 2019.c




Membership Inference
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Step 1: Training Shadow Models

Shokri, Reza, et al. "Membership inference attacks against machine learning models." 2017

IEEE symposium on security and privacy (SP). IEEE, 2017.



Membership Inference
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Shokri, Reza, et al. "Membership inference attacks against machine learning models." 2017
IEEE symposium on security and privacy (SP). IEEE, 2017.



Membership Inference
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Melis, Luca, et al. "Exploiting unintended feature leakage in collaborative learning." 2019
IEEE symposium on security and privacy (SP). IEEE, 2019.c



Data Reconstruction

Given 0, A0, can we derive some exact training samples x?

e Gradient analysis for Token Recovery

e Gradient match for Secquence Recovery



Data Reconstruction - Token

Gradients of the embedding matrix discloses used tokens!

Melis, Luca, et al. "Exploiting unintended feature leakage in collaborative learning." 2019
IEEE symposium on security and privacy (SP). IEEE, 2019.c



Data Reconstruction - Token

Gradients of the embedding matrix discloses used tokens!

Gradients of the last linear layer discloses used tokens!
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Dang, Trung, et al. "Revealing and protecting labels in distributed training." Advances in Neural
Information Processing Systems 34 (2021): 1727-1738.



Data Reconstruction - Token

Gradients of the embedding matrix discloses used tokens!

Gradients of the last linear layer discloses used tokens!
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Dang, Trung, et al. "Revealing and protecting labels in distributed training." Advances in Neural
Information Processing Systems 34 (2021): 1727-1738.



Data Reconstruction - Token

Gradients of the embedding matrix discloses used tokens!
Gradients of the last linear layer discloses used tokens!

Gradients of all/other layers discloses used tokens!



Data Reconstruction - Sequence
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Zhu, Ligeng, Zhijian Liu, and Song Han. "Deep leakage from gradients." Advances in neural

information processing systems 32 (2019).




Data Reconstruction - Sequence

FILM Pipeline:

1. Bag-of-Words Extraction
2. Beam Search for Sentence Reconstruction
3. Prior-Guided Token Reordering

Sp(x) = exp {-% log lPe(X)} +3 ﬂVgﬁo (X)u
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Gupta, Samyak, et al. "Recovering private text in federated learning of language models." Advances in Neural
Information Processing Systems 35 (2022): 8130-8143.



Data Reconstruction - Sequence

The short@-@tail stingray forages for food both
during the day and at night.

The short@-@tail stingray forages for food both during
the day and at night.

A tropical wave organized into a distinct area of
disturbed weather just south of the Mexican port
of Manzanillo, Colima, on August 22 and gradu-
ally moved to the northwest.

Early on September 22, an area of disturbed weather or-
ganized into a tropical wave, which moved to the north-
west of the area. and then moved into the north and
south@-@to the northeast.

FILM.b =1
FILM, b = 16
FILM, b = 128

A remastered version of the game will be released
on PlayStation 4, Xbox One and PC alongside Call
of Duty: Infinite Warfare on November 4, 2016.

At the time of writing, the game has been released
on PlayStation 4, Xbox One, PlayStation 3, and PC,
with the PC version being released in North America
on November 18th, 2014.

Gupta, Samyak, et al. "Recovering private text in federated learning of language models." Advances in Neural
Information Processing Systems 35 (2022): 8130-8143.



Defense?



Defense - Differential Privacy (DP)

Definition: A mechanism M : D — R with range R and
domain D satisfies (g, 0) differentially privacy, if for any
two neighboring datasets d, d' € D and for any subsets

S € D it holds that

P{(M(d) € S)] < e -P[(M(d') € S)]+ 6

Dwork, Cynthia, et al. "Our data, ourselves: Privacy via distributed noise generation." Advances in Cryptology-EUROCRYPT 2006: 24th
Annual International Conference on the Theory and Applications of Cryptographic Techniques, St. Petersburg, Russia, May 28-June 1,

2006. Proceedings 25. Springer Berlin Heidelberg, 2006.



Defense - DP-SGD

Clip the gradients: 5(81) T 9(32-)/ max (1, He(g?«)“)

Add noise to gradients: N 1 T 22
g O%EZ:H(SZ)-I-N(O,JCI)

Limitations:
e Explanability
e Performance Trade-off

Abadi, Martin, et al. "Deep learning with differential privacy." Proceedings of the 2016 ACM SIGSAC
conference on computer and communications security. 2016.



Defense - Multi-Party Communication (MPC)

Intuition:

What is the sum of their salaries?

[ 80,000 } [ 90,000 } [ 50,000 }

Alice Bob Charlie




Defense - Multi-Party Communication (MPC)

What is the sum of their salaries?

— b
[ 23,000 } { 106,000} [ 81,000 }

[ 60,000 } [ 90,000 }

Alice Bob Charlie

Intuition:

50,000




Defense - Multi-Party Communication (MPC)

Federated Learning with Secure Aggregation

Limitations:
e Speed
e Robustness

Bonawitz, Keith, et al. "Practical secure aggregation for privacy-preserving machine learning." proceedings of the 2017 ACM
SIGSAC Conference on Computer and Communications Security. 2017.



Defense - Cryptography

(0) o

Secret Key
|

Encrypt

—_—

Decrypt

—

Plaintext Ciphertext Plaintext

https://realtoughcandy.com/cryptography-books/

Limitations:
e Speed
e Robustness



Privacy Leakage in Published Models

Pre-training Finetuning Inference / Usage

Pre-trained

5 5
Random | | Finetuned ||
> >

Model




Training Data Extraction from LLMs
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Carlini, Nicholas, et al. "Extracting training data from large language models."
30th USENIX Security Symposium (USENIX Security 21). 2021.



Training Data Extraction from LLMs

e Generate text.
e Predict which outputs contain memorized text

Training Data Extraction Attack Evaluation
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Carlini, Nicholas, et al. "Extracting training data from large language models."
30th USENIX Security Symposium (USENIX Security 21). 2021.



Privacy Leakage in Black-Box Models
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Jailbreak LLMs

Prompt Engineering on LLMs for Malicious Purposes:



https://venturebeat.com/ai/new-method-reveals-how-one-llm-can-be-used-to-jailbreak-another/

Jailbreak LLMs

Prompt Engineering on LLMs for Malicious Purposes:

e Adversarial response:
o hate speech, hallucination, bias, etc.

e Memory extraction:
o training data, user information, dialogue history, system logs, etc.



Data Leakage Personalized Chatbot
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Xu, Qiongkai, et al. "Personal information leakage detection in conversations." Proceedings of
the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP). 2020.




Data Leakage Personalized Chatbot

~

P1: | work for a company
that rents properties.

P2: 1 am a handyman.

P3: 1 am allergic to shellfish.

P4: | restore classic cars.

(a) Utterance Set (b) Alignment  (c) Personal Information
Description Set

Xu, Qiongkai, et al. "Personal information leakage detection in conversations." Proceedings of
the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP). 2020.



Data Leakage Personalized Chatbot
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e Private dataleakage in dialogue systems
e Better LM means more data leakage
e Formulate information leakage as IR

Xu, Qiongkai, et al. "Personal information leakage detection in conversations." Proceedings of
the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP). 2020.



Human-in-the-Loop Defense

(a) Paradigm of Conversations
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Xu, Qiongkai, Chenchen Xu, and Lizhen Qu. "Privacy monitoring o Guardian of the users /
service for conversations." Proceedings of the 14th ACM

International Conference on Web Search and Data Mining. 2021. % Owner of the assistants



Challenges and Future Directions

Attacks on more and more complex LLM systems.

Systematic solution of defense for data leakage.

Data Leakage in Multimodal Fundation Models.

Social and legal research on LLMs data leakage.



Thank You!
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Tutorial Material:
https://femnlp2023-nlp-security.github.io/


https://emnlp2023-nlp-security.github.io/

